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1 RFRRERESM

1.1 BiTidR

» COREX01-PUB-BI420-IN01-00: 2025/3/25
MHEBER IR

1.2 REHS

REEBIRIFLSSF x86 M ARM B34y, ALREIEFREXTTE x86 1 ARM ZRIGHILE R,

1.2.1 REAH

AR AR DR T A

EAzhas RE

by 7 EIERIECINREIRE. EREZE. HmiFs.
ixSMI. ixPROF. ixKN. ixSYS. ixGDBZ%TITH

M TE aiFTm RN TR, EEEHMRITA. P2P 48
M TEZ

TR 2 AREFSIERMWEIEINRMZAS., B RERHEIERN
TG A

REFESINEZR, HEIBNEZR RAE X 4Ts FE AN IR 2E KEE CERCHREF SIHESS, 40 PyTorch.

ONNXRuntime %5
KEE S B ERLEIENESR, 401GIE, IxFormer

AR EARE L. REFZSIIERMBEIBERNTES R, REXUNE ORHHEESE (HIERGIREERE
e REECMIA TEMNZELEREXRENZE, MK TAENEINZEBERA /usr/local/corex-{v.r.m}/

extras/test_demo/o

1.2.2 REFH

FRBGZFFRMRESI, BIfEENRESIIM Docker REFI:
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REARN

RIET R

BENRES

Docker Z#E AR,

1. {88 corex installer L3 LER 4%
2. QNEFEAREFSINELIELR) FAH.whl BREXE
OB NCR E F SRR S R I T B IR AESS

3. (M%) RETBIRIZA

1. {8 corex docker installer RETERKEEE
MERITRAY Docker 8%

2. BEIE RS EIRHRIFEN Docker A28 (A28
FEESRMHKR. REE DERRES IEZRMK
BT BHIEES)

3. (#7%) 7£ Docker BResFLE RG2S

1.3 ElFER

Bz«

- JEFEAEE 100 MNEEEH v2.0.20
« JEFEAEE 50 IEEEH v2.0.20

1.4 RAEK

BIOS ig&:

7T BEETE PCle BAR (Base Address Register) T [8]_E R IHARES R EE SR E - RAFHIIE, 155#IA BIOS

IRE S Above 4G Decoding £ EF B

BRIFRG:
» CentOS 7, CentOS 8 [1]

« Ubuntu 18.04, Ubuntu 20.04, Ubuntu 22.04 [1]
« openEuler: KFZEF 5.1 B/MFEF 5.10[1]

Note
[11 BETF x86 CPU #1TLEIE

Kernel:

SR Linux kernel I88% (MR Z#FH Linux kernel ARZs),

1.5 BHEXR
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1.5.1 XS IE-EIR=hEYH) B =14

* GCC, H GCCHRASFES Linux kernel BURRASILES, tNRERFBTHI GCC, BFHERFNT:

Linux kernel hfixZs GCC hR#x FEREIMRTE
3.x GCC4 I
40~45 GCC5 export KCPPFLAGS="-fno-pie -Wno-pointer-sign -mfentry’
4.6 ~5.18 GCC7/9 T
519 R E GCC12 I
Tip

HFLZEIESBEI SR FERSREYIMHZERSM Linux kernel BIREE SR KRG, Fibik
5 Linux kernel kirZA<ITEZAY GCC,

+ Linux kernel hiRZStBRZ A9k 214
EoEI A TSI TIRE

1. #2 Linux kernel B9kRZ, B140:

$ uname -r
3.10.0-1160.42.2.el7.x86_64

2. K9EZ kernel IRAMAIA X BT E LR,
BITUFHIRERANRBBEERTHE, NREERY, WIFFE,
$ ls /lib/modules/$(uname -r)/build

3. XNAY Linux kernel SkXXERZRE, SZM TS BRE:
- Ubuntu:

$ sudo apt update
$ sudo apt install linux-headers-$(uname -r)

- CentOS:

$ sudo yum update
$ sudo yum install kernel-headers

MRLERY, BERUATSEZX:

- Ubuntu: https://www.tecmint.com/install-kernel-headers-in-ubuntu-and-debian
- CentOS: https://www.tecmint.com/install-kernel-headers-in-centos-7

« BTFRZESERNERAXG
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- MRLEIFIEHFRET Secure Boot, EFB T i@HINIZIREHE R, MAZIEMBREE SR FEIK
ERFISRNEE R, NRRNELSRELN, MHIZIERSWIBLIEN, ITENENARNZBE. B
ZIFMARR, 1HS# SecureBoot - Debian Wikio

Tip
* @ AT AR RE A, TRFRERMXGNR M,
* NRBENEEWER, HECEZREERERNIFLEREIMIINEZD, KEEBZIKK,
* fRE] LA mokutil -test-key AR S HEE /proc/keys RIREXAFHRYEMIBE Fo
* ERERHRZE (FFE DKMS HiER), BRFBESHIMEBAX, FHREESTEEHE
AT - B EN LR AN SEFHIEMEIAX - Docker REFH o

- MRLZEIFIR KA R Secure Boot BB BRHEAZREDER, BBIILATE R o

1.5.2 RAEFERFENRIBEFHF

« REBBERMEBERNIXMY, #FHIERAEHNEATIREM

* Python 3.x

* pip3 HIRIE pip3 sALTFE, W pip3 A AFE, BFEEI pip3 5 pip3.x saTHIFERE

« kernel-devel #1 kernel-headers, MRZASAINSIRIERFIIRAFRITF—H (IRERFIRASAHED uname -a
mYEE)

* kmod

* make

* ncurses5

- WERENIFERNE RE ncurses5 6, Ubuntu IR AT#41T apt list —-installed | grep libncursesw5
<. CentOS IERTH1T yum list installed | grep ncurses-libs 559107 ncurses5 B2EF
o

- WATETE, Ubuntu IFERTHT sudo apt install libncursesw5 5%, CentOS IF1E A H1T sudo
yum install ncurses-libs #17R%,

« 3TF CentOS IRIERS, BFHIFRLE T elfutils-libelf-devel, libelf-dev 5 libelf-devel RRYEF—1, &l
kL, 51T yum install -y elfutils-libelf-devel 5%

« WFZHIFE, WEEEFHA InfiniBand RDMA &5, EELZE Mellanox InfiniBand RDMA driver,
M (PyTorch {EZETHAEHER) B9” M InfiniBand R& RDMA &S E15

Important

JBHATR /usr/src/ofa_kernel/default IEEMVE HETA%Z. FIRERTAZXINILE, default H&HIEMAH
AINT%, XeJRESEERES itr_peer_mem_drv 4wIEKM, MAIFE Mellanox InfiniBand RDMA driver &
FEK M,

@8] L& readlink -f /usr/src/ofa_kernel/default s $EHERIEMA Y BTRZ.

- ERTENMH%: Docker ZEFR 7, BERHARENIFIEPELE Docker Engine, £% Docker EF
X4 HIEEWM VT SRR EIER.

MREFEBLTERBERTNR MG %, BEFEMUATESEIE:
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1. EE— BN FIBLARERFR OS MAZhRZ) H FEAEX KM B,
« &£ apt-get AR TH, HXH deb BET#HEF deb XHXA:

$ mkdir -p deb

$ apt update

$ apt install -y --download-only make gcc linux-headers-$(uname -r) -o
< Dir::Cache::archives=./deb

« B yum XX TH, BXH rom 82 TFHE rpm XHERN:

$ yum update
$ yum install -y --downloadonly --downloaddir=./rpm kernel-devel make gcc

2. BHEXXHEFIFIEL&NRE EHETU TS EARERXKHE:
$ dpkg -1 *.deb # apt-get FE AT

g,
$ yum localinstall -y --nogpgcheck *.rpm # yum FE{AT
1.5.3 FEFEIJEEMVERMN

* numpy: ZiXfERA numpy v1.23
* Ubuntu: libjpeg-dev 1 zlib1g-dev
« CentOS: libjpeg-turbo-devel I zlib-devel

1.6 HiB2ZE0
1.6.1 BRZRAKBEIEHN

ALBMNENAARRIARNZ, ARALGEHUESEERMFNREE CIMERENAATA, FUFEER
R BBHER

« WNEEA Ubuntu BERS, BIEHITO e SBUESFIAZ:

$ apt-mark hold linux-image-generic linux-headers-generic linux-headers-$(uname -r) linux-
< 1image$(uname -r) linux-modules$(uname -r) linux-modules-extra$(uname -r)

Note
LRI EX B P FaARRZIIRE T,
« WEMER CentOS 21FRSL, BREMBIUMY /etc/yun.conf, EXHRAFIMTE—ITHID:

exclude=kernel*
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1.6.2

HRIARHE CINZEFERE

1EEIHAT Ispci SFLEBRBEBCINERER, BoH 1e3e BRUEBE T RHFIR (PCI vendor ID),

f5lwn, &

$ lspci
af:00.0

Note

RRILUTREHAR, WAJRMREBE SIE-RNNF RSO af:00.00

-vv | grep 1le3e
Processing accelerators: Device 1e3e:0003

0002 R EEEMEER, 0001 RRKEZ 100 I0EE,

1.6.3

i\ R FATEIL S BEIETR

ERARBS SR B R IET, ME1T Ispci #SEERTBILAEIE R, EARKESMEEE
RE-EMTE 32G Ml IFHMSBIZE Region o

pian, &

$ lspci
$ /le3e
af:00.0

BRELUTRHEAS, NiHBERF LS ECER.
-vwv | less
Processing accelerators: Device 1e3e:0003

Region 0: Memory at 3af800000000 (64-bit, prefetchable) [size=32G]
Region 2: Memory at e0e00000 (32-bit, non=prefetchable) [size=256K]

1.6.4 HHXHEFTURMHERHERZ

EEEHRECRENREE TR R EREH.

1. REMIREPETEARE T RUEEHNMHFIE, AJEEFBFR <installation-path>/corex-{v.r.n}/ B&F
Eo. EAEE, WEHAIFEREERERNETNMGR, BEFE, BHRETIIEE

Note
FigmH, REEMNREPH {v.rm) RAELEHFLENKNE BIREFIRBRES,
2. BEUTARBTERIFESNEESBBR, BEERERIEE SINERELTFERNRE:

« A ixSMI TAZHAXRHE SIE-RHZE T,
* {£F Ismod | grep -e ‘iluvatar’ -e 'bi_driver’ s ST R HE SR FREABER. FE, WX

WETIEREZE T K8s i litt, BoTHIFR K8s IREHBAERE, ¥R (RIWETIMEF K8s
HafHERERED.

Note

BFIRARART 3.1.0, REESIE-RIREN 4R R bi_driver.ko”s HIEBVER M RhRZANEHH 7
3.1.0 REAEhRASES, IXEhX 2 FREEHT N iluvatar.ko”s
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3. LUERIARRIR NG, 23 ITHIZAEIZ Corex Driver 1 Corex Toolkit:

$ sudo /usr/local/corex-{v.r.m}/bin/corex-driver-uninstaller
$ sudo /[usr/local/corex-{v.r.m}/bin/corex-uninstaller

Note
Y0 SDK hRZ/VF 2.3.0, FEMEAM T EH:

$ sudo /fusr/local/corex-{v.r.m}/bin/uninstall_corex_{v.r.m}.pl

1.7 RERGHR: BENRESN

AR ERMBUTRM AN ER X!

* REZRE. RAREBREANERT TUL, ERILERA@ER. BER. ESCRFHTHE. L TB
- BRRE UEENERENNEFER VI, AISEZRHRANRERMGE - BEN BE

el LU LI A TFREY corex-installer-1inux64-{v.r.m}_{ARCH} 10.2.run &3 fl;

c BRREETEW, #N BPXE > HRPOITEHT TH
« BXRIERIN A T2 )MIREX

ZEGOANBIFERIE CIDNERIRG. KEE. HiF2E. ixSMI. ixPROF. ixKN. ixSYS. ixGDB £TI &,

1.7.1 FHHIMERM - BENRELFNX
MREMNIFIEFE T Secure Boot BEEEFF i DKMS (Dynamic Kernel Module Support), iBTERER 4%
ZHBEN TS BESH TMEZHEN:

1. AT R e AR Z AR

# private_key file =LA, public_key_file BANXM
$ openssl req -new -x509 -newkey rsa:2048 -days 7300 -nodes -subj "/CN=corex-installer
< generated signing key/" -keyout <private_key_file> -outform DER -out <public_key_ file>

2. BERNZHAFE DKMS BHERIAIE T (DKMS SiREVEE A 4 H I RmiZr £ RIZIERH I TER):
« Ubuntu:
$ cp ./<private_key file> /var/lib/shim-signed/mok/MOK.priv # FASHTZI(IE
$ cp ./<public_key file> /var/lib/shim-signed/mok/MOK.der # AfATZHR(IE
* CentOS:
$ cp ./<private_key file> /var/lib/dkms/mok.key # FASRIZHIE
$ cp ./<public_key file> /var/lib/dkms/mok.pub # AEHTZHIE

3. ITAI T an < EME AN
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# NRERNNIEATF 5.17, SEBRT Centos 7 RZIGHIMRZS, mokutil --import HRVEEENUEH
o Secure Boot BFRBIRE. Secure Boot FFIB, M mokutil --import ATVEMBIAMNER, RZ
o MFREK
$ mokutil --import ./<public_key_ file>

4. ERIRE, BIEREmREMERM T,

5. MITIN F SR ERAN BT EHEMEIAZF:

$ grep 'corex-installer generated signing key' /proc/keys

WNRFAXBLEMALTN, WIE /proc/keys PR BRBHANKITER,
Note
s MREWIFIER Ubuntu BRZFREEFTIIMIEEEER, MU EFBAILGEI W FamSEN:

$ update-secureboot-policy --new-key
$ update-secureboot-policy --enroll-key

3R DKMS Z#FIZE mok_signing_key A mok_certificate, M LR IE 2 Al LIB IR NTE /etc/dkms/
framework.conf FISEZAME. ELFMAR, 1HBE DKMS X1,

Important
NHREENRE, BESCZERELHEHA,

1.7.2 KEFARENMF - BEN
PAT TR RER I

$ sudo bash corex-installer-1linux64-{v.r.m}_{ARCH}_10.2.run

LRWEA:

« f&OILIEA root B 3#& 3F root FBF (40 user) ZEN %1%k, FTEITEME: TILE root AR EZIE
root PR, HEERLENETE, BNREFEARGEXTPRYIRAL, (WEER root AP RERHEK
&, thif user BREBREMRATER), WABAMENARENSENRETS,

o [FEIRYREEREE O IR R IRTHFO R G4% -

- BR%EE, 3T Driver 1 Toolkit ##% T Enter &,
- {#F modinfo bi_driver ©< (1R AET 3.1.0) 1 modinfo iluvatar 65% (4 HRhRZAS K
F 3.1.0) EEER B REIT REE S INERIREN R M ARES,
« FnhZ2F DKMS:
- REITIERIZ (i Disable dkms i%£171, FAIAFZEF DKMS, AJ#ET Enter 322 H,
- BINAEZHE DKMS, AAXRKE SINERERHEBLERIZ, RIZEHRS, DKMS FBhaEM N
RIZREE SINERIRE), TEREHRE,

s REFKRR:. REERNERBIARERRIZRE /usr/local/corex-{v.r.m}/, FHBIET /usr/local/corex

FEIEIE MR R,
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- RMEEEAXT
- RESERIRTERHBATAZ A Module Secret Key 71 Module Public Key.
- MREFBETNZRHEZRLE, BREFEFS DKMS, BRESENADZAN. NRFRE, L
KREFEEMERRTAER,
- MBEHFETAZEHE R RN BAFEEFE DKMS, BT EREESHEIMBAN - BENRES
I, B3R Module Secret Key #1 Module Public Key, TNZERZFRHEZH DKMS,

LETHEETER, Hl:

Driver: Installed

For the Corex Driver uninstallation, please run command:
sudo /usr/local/corex-{v.r.m}/bin/corex-driver-uninstaller

Logfile is /var/log/iluvatarcorex/driver_1installer.log

Toolkit: Installed at location '/usr/local/corex-{v.r.m}'

Please make sure that:
- PATH includes /usr/local/corex-{v.r.m}/bin
- LD_LIBRARY_PATH includes /usr/local/corex-{v.r.m}/1lib

For the Corex Toolkit uninstallation, please run command:
sudo /usr/local/corex-{v.r.m}/bin/corex-uninstaller
Logfile is /var/log/iluvatarcorex/corex_installer.log

Note

LHEEBTLET Corex Driver 5 Corex Toolkit Z 2 MM EIRBIEER, MNRERLET Corex Driver I§
Corex Toolkit, [BE4ERIEIRIELFMERE T

Tip
s MMRAFHFHRFT DKMS, ZEREFRSE corex” IEHUEMEI DKMS, HFSIREIS#ELEE /1ib/modules/$
(uname -r)/updates/dkms/ BRT, HARETMEALIET dkms status (i $EE, .

$ dkms status
corex, {v.r.m}, 4.15.0-112-generic, x86_64: installed

RS, SNRIEEMR T A%, DKMS K BEEIENNARBRBE CINERERE), THREEHRRE.
S

s MRARGKEBEHE DKMS FH&i%HE Disable dkms &I, IREh=#
kernel/drivers/misc/ B® o

#ZF| /1ib/modules/$(uname -r)/

1.7.3 BRAARENF - BEN

BITUT an SRR E 1%
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$ sudo bash corex-installer-linux64-{v.r.m} {ARCH}_10.2.run --silent [--driver] [--toolkit] [--
< toolkit-path=<TOOLKIT_PATH>] [--no-symlink] [--disable-dkms] [--module-signing-secret-key
<, <MODULE_SIGNING_SECRET_KEY>] [--module-signing-public-key <MODULE_SIGNING_PUBLIC_KEY=]

LRWEA:

« A LUER root AR EEIE root AP (W0 user) ZRER K%, FTEEFENZE: TiLT root AFEREIE
root P %%, MEZRENRTE, BNREFERRERPETIRAF (G0 root AP RERGK
&, thik user BRERMRXTIR), KAEATRENEREMSENIETE,

o REERIE SR EIXEHAEN A%

- BRRE, TEN -driver 1 --toolkit.

- WA ~driver 1 --toolkit FE/D—1,

- M modinfo bi_driver ©5% (3 {Fi%hRZ~ETF 3.1.0) #1 modinfo iluvatar &< (R {EHRRRASAE
F 3.1.0) EERELET RIS SINER-EIREh B 3 R AR Eso

- BREF KR (Toolkit Path): %03 K15 B8 --toolkit-path, 35 A BRIALE KR /usr/ local/
corex-{v.r.m}/o

© REIRARGER

- N --no-symlink R OIBIRGERE,
- NBERBALSE, REIIEIECIEE /usr/local/corex FEZIEMRERRZ,

« FpZH DKMS:

- $N —-disable-dkms &2 DKMS,

- BIAEA DKMS, EAXRKE SINERIRcHFZLENEZ, NIZERGE, DKMS B xt
RIZBREE SINERRE, TREEHLE,

© RMHEAN:

- 588 --module-signing-secret-key #1 --module-signing-public-key F T2 = A3t

- B HH"<MODULE_SIGNING_SECRET_KEY>" #1"<MODULE_SIGNING_PUBLIC_KEY>" 73 5l#&%A
A RBREM QAN RBER UAAXHRIZ NG, IR A HFRIEIT RIZHAEITEEZ  --module-
signing-secret-key =/test/mok.priv 3 --module-signing-secret-key =./mok.priv,

- MREFBTNZRHEZRLE, BRFEFE DKMS, BFREEENALEHRN. NRFRMH, &
EIEFRBMERATLERI.

- MBEFBTARRHNEZRNEFZENE DKMS, HFEBREASHEMBHEN - BENLES
I, 770159 --module-signing-secret-key 1 --module-signing-public-key, TNREZFR
2 F DKMS,

1.74 iEENIETE
BEN EREHRHERGE, BEEEK PATH A LD_LIBRARY _PATH IFIBET 24 fEIEHEAN %, LUIEEREIASL
IEPRIR Jusr/local/corex-{v.r.n}/ Afil, BEE:

« N PATHIFIEZENNLE /usr/local/corex-{v.r.m}/bin
* J9 LD_LIBRARY_PATH IFIEZT &N E /usr/local/corex-{v.r.m}/lib

SEM T A RSB RTERAEN:
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1. BLLTF export 5 ~/.bashrc X4

$ export LD_LIBRARY_PATH=/usr/local/corex-{v.r.m}/1ib
$ export PATH=/usr/local/corex-{v.r.m}/bin:$PATH

2. 1R7Z/5317 source ~/.bashrc 55 $EIAT &34,
Tip
« AT LUEA root AP EETE root FBF (30 user) ZEH K1k, FEEFENE: itk root AFEEIE
root R R, FBEREVIETE, BNREFEARGRPETIEAF (WEA root B RERMEK
&, Tt user BRERMIKTR), WAEBEAYRENBFREMNSENIETS,
c NEFFRERPEEFERRNEENHFE, BIETERE (L Jusr/local/corex AH) FE| /etc/
environment R, HI40:

PATH="/usr/local/corex/bin: /usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin:/usr/

< games:/usr/local/games"

1.7.5 REFEZEIIELE

HARERNRAE CERRRAEF IEREEES:

* PyTorch

« torchaudio $isi &

« torchvision 4fiigE

+ PaddlePaddle

» Horovod

* ONNXRuntime_gpu

« IxFormer KiZBYHEIFHELS
IGIE HEIBHEZE

IXRT #IE5| %

* VLLM HEIRHEZE

* Apex fNEREE (245 PyTorch)

* DALI N (32#F PyTorch)
cluster fEREE (3235 PyTorch)
* quiver INEREE (245 PyTorch)
« scatter INIREF (Z#F PyTorch)
* sparse R (2#F PyTorch)
« FlashAttention NIiEEF (Z#5F PyTorch)
* TorchDebug fZEEAX TR

BT AT A RREUERF AR Python hRZASHY .whl &:

c BRREETEN, #N BPXE > HRPOITEHTTH
« BXRIERIN A T2 )MIREY

40, Python 3.10 R ZAEI K #GEECAR TensorFlow .whl €& pytorch-2.4.1+corex.{v.r.m}-cp310-cp310-
1inux_{ARCH}.whl,

WEFELREN whl BE—HITU TR

COREX01-PUB-BI420-IN01-00 14 V4.2.0


https://support.iluvatar.com/#/login

O EmEmis >
WA\ fuvatar corex LN R TS ]

$ pip3 install <one_whl file>

Note

© N RBECEMS, BRIERRBE SEERER, FNERES TR, LUBREENIZITRE,
f5an, f£F pip install torch XRBELHG I FHHF XK PyTorch EAFRMZS, HIFMIZITAIGERIR

-+
Ho

REETIEECHRAY .whl BRH W REAE MR RMREEER MR, ERAXEER A URBFRR
EFIERMECHEXEEBERRAE LHEMES, ROMBRME TINERAIIERE, RHEBFAIT
BRERMMUBBITIHALL,

« BFREETEER .whl BERIRBELLRT, BAHELRE, ABFAE whl 8 (AIBITERRYE
BIDEM T EEEXR SIS A TI2IMIREY) HER pip3 s TRE

« WTEAIFIEIEESR, AISXRBECHENDR, FRNAF BITBEFRRE. XRRNRHBETHE
HEFHFERAETFNERER GPU HiET2ER, BEERFIRRED kernel, TERAUKEE THE
FEYIERE, RILFEZINAF BITiEE.

« ZEIEPNREIM timeout KR, BJLUERERR Python iR, B30 tuna IR, SEHIUT:

$ pip3 config set global.index-url https://pypi.tuna.tsinghua.edu.cn/simple
$ pip3 config set install.trusted-host pypi.tuna.tsinghua.edu.cn

1.8 RIEWMHFI%: Docker BREAT

AR ERBUTRM A NRER X!

 RERE. RNREOREANERT TUL, TGRS ME. BIZERR. ESCEFHITHE. LT85
c BRRE. HRENERENNMEER V1K, aISZ3HRAAREN4 1% - Docker 121

&) LUE T LA A UK EX corex- docker-installer-{v.r.m}-10.2- centos7.8.2003- py3.10-{ARCH}.run Z{
corex-docker-installer-{v.r.m}-10.2-centos7.9.2009-py3.10-aarch64.run Docker (& L& :

« BR RBETEW, #A EPXRE > FRPOIEHTTH
« BXRIERIN 12 A8 TA2MIREX

Docker JRGLECRNEIERNE CIRRIXE). REE. 4iFss. iXSMIL ixPROF. ixKN. ixSYS. ixGDB &
TA. FEFEIER. HIBEERTE,

Tip
ZREAEBRTF Ubuntu 1 CentOS, X{HEZ S centos 21E Docker (B ETF CentOS EfE&melE. B
AR ERIBEITIFIER CentOS,

1.8.1 HHFH TMEETAIT - Docker BEHF

MNRCAIFIEFFE T Secure Boot HIRZEEF S DKMS, BRELRENGHEZHSZEN TS BES I INRA
¥t
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1. AT R an <L EE T AN

# private_key file BFAEAXHF, public_key file BN ME
$ openssl req -new -x509 -newkey rsa:2048 -days 7300 -nodes -subj "/CN=corex-installer
< generated signing key/" -keyout <private_key_file> -outform DER -out <public_key_ file>

2. BERNZIAXNRIE DKMS FIZIAMIE T (DKMS RIFENEZ AN H W RmIF= ENAZIERHITER):
* Ubuntu:
$ cp ./<private_key file> /var/lib/shim-signed/mok/MOK.priv # FAFATENIE
$ cp ./<public_key file> /var/lib/shim-signed/mok/MOK.der # AFREH(IE
* CentOS:
$ cp ./<private_key file> /var/lib/dkms/mok.key # FASAIZHIE
$ cp ./<public_key file> /var/lib/dkms/mok.pub # AEHTZHIE
3. MITW e EME R
# MNREANRIZAKT 5.17, WEBT Centos 7 RZBEBIRRZA, mokutil --import FREEERIEH
< Secure Boot BEFBIRE. Secure Boot FFIE, M mokutil --import ATVEMBIANER, RZ
o MIRERK
$ mokutil --import ./<public_key_file>
4, ERiLE, REFR@RRIMERI.
5. T T e SR EZAXN T ESEMEINZF:

$ grep 'corex-installer generated signing key' /proc/keys
NREZAN ELEMATH, MTE /proc/keys PR ETRERHNRITER,
Note

 IIRERIFRRZ Ubuntu BEXNERLETVIMIEERR, MU ESEAILIEIN FaSEN:

$ update-secureboot-policy --new-key
$ update-secureboot-policy --enroll-key

« Y15 DKMS Z#FI&E mok_signing_key 1 mok_certificate, T ARSI 2 o] IR ATE /etc/dkms/
framework.conf FIEERAME. ELIFMANS, ESE DKMS XX,

Important

NHREENRE, BESEZERELHBAN.

1.8.2 ZXHEHF N LENH% - Docker

BUAERESRINT:

1. BITRER:
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$ sudo bash corex-docker-installer-{v.r.m}-10.2-centos7.8.2003-py3.10-{ARCH}.run

REI:
- REFHEIE- IR

- £/ modinfo bi_driver i< ({4 1%hk 2~ T 3.1.0) 1 modinfo iluvatar &< (R {FHRhRZs
NMETF 3.1.0) EERERE I RIS S INE-RIREH K 3 M AR s o
- N8 Docker FRTEMITE EHIFE R B LI RIS SINE-EIRE), EFEE LR Driver, AT, IX
EIAER B (MOENEAERS, ixSMI TES) BB FEMEBEN /usr/local/corex-{v.r.m}/ &
T
- N8 Docker FAIEEMNBENBERERKE CIERIEE), NWAEEERR Driver,
« FuhEEA DKMS:

- REIIERIZH Disable dkms i%£10, ZFRIAFRZA DKMS, AI#E T Enter 22,
- BINAZHE DKMS, AAXRE SINREIRHEELERNZ, WIZEHRS, DKMS & BaitaEst
WA RIS S IR RIRG), TREEREHRRE,

« Docker $5{R %K

- &EILITE Options - Set Image Name 52 Docker H&HE MR,
- BMMER corex:{v.r.m}o

« RHEAN:

- REIERRRERBEATAZHT Module Secret Key 1 Module Public Key,

- MREFBT AR E R, BERFEFE DKMS, BHRHEEENATAZHN . MNRFIE
i, RERFFBEMNERLFAZEHIT,

- MREFRT AZEHEZRREFTEFE DKMS, HFBERIEESHEMZBHR - Docker &
A, 1570124 Module Secret Key #1 Module Public Key, FTNRERZEEZA DKMS,

Tip
- MRAFKF BT DKMS, ZEEFSE corex” iRREMEI DKMS, IEBIIREISHZIEE] /1ib/
S

modules/$(uname -r)/updates/dkms/ BRF, HE%RBETM/GER LUEE dkms status G <SE
&, W

$ dkms status
corex, {v.r.m}, 4.15.0-112-generic, x86_64: installed

LB, NREEMR T A%, DKMS K EIENNAKBIREKE SMERIEE, EREERR

bl =y
o

- MR RS ZE S DKMS K& i%F Disable dkms £, KW REEF] /1ib/modules/$
(uname -r)/kernel/drivers/misc/ B®E T,

LETHEETRER, Hl:

Start to install the Iluvatar Corex Driver.
Start to build image corex:{v.r.m}
It may take some minutes to build image, please wait...

Driver: Installed
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For the Corex Driver uninstallation, please run command:
sudo /usr/local/corex-{v.r.m}/bin/corex-driver-uninstaller
Logfile is /var/log/iluvatarcorex/driver_1installer.log

Docker image corex:{v.r.m} is ready, load corex container as example following:
docker run -it -v /Jusr/src:/usr/src -v /lib/modules:/lib/modules -v /dev:/dev \
--privileged --cap-add=ALL --pid=host corex:{v.r.m}

Logfile is /var/log/iluvatarcorex/docker_installer.log

Tip

EBEMIF IR ST LA E S B A L Docker $21& corex:{v.rm} &, BRI ZRGEBEIBXIFIZEBE
Docker 2%,

. WNREHERHFIRE v4.1.0 RUUTRES, IS ERRGIE, RERE S CentOS 7 £fAMEL L, &F
CentOS E AR T IS,

SENMT T RIERGRIR:
a. L= EBAEERARKE CIRMAEY Docker SRR BEMER.

b. & yum repolist enabled < H0EMFEN repo, XEXHREEENEBGZEREN (B FTAHE
dockerfile XXH#HITIEER)o

BINERT, fEReR) repo FRIEERIXHR:

+ /etc/yum.repos.d/CentOS-Base.repo
*+ /etc/yum.repos.d/CentOS-SCLo-scl-rh.repo
+ /etc/yum.repos.d/CentOS-SCLo-scl.repo

C TEETHRT (TERENTRARITHE) FiE— dockerfile X4, XHEZEIBEENX (30
Dockerfile)o

d. 7 Dockerfile XM TE BEHRERE WA TARARREIEA ARM 1 x86 IFiE, EF=BITIE
fid) HR%=E:

ARG BASE_IMAGE

FROM $BASE_IMAGE

# BT scl £ arm 5 x86 CNENRRE, FEFFINIE

RUN ([ “uname -m" == 'aarch64' ] && sed -i \

-e 's|”mirrorlist=|#mirrorlist=|g"' \

-e 's|Mt[ \t]*baseurl=http://mirror.centos.org/centos/|baseurl=https://

< mirrors.aliyun.com/centos-vault/altarch/|g" \
/etc/yum.repos.d/Cent0S-SCLo*.repo |[|:) && \

sed -1\

-e 's|”mirrorlist=|#mirrorlist=|g"' \

-e 's|Mt[ \t]*baseurl=http://mirror.centos.org/|baseurl=https://mirrors.aliyun.com/
< centos-vault/|g" \

/etc/yum.repos.d/*.repo

RUN echo 'exclude=centos-release,centos-release-scl,epel-release' >> [etc/yum.conf # ¥
o GREEN centos-release, centos-release-scl, epel-release, 7KAERK
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Note
BTFERB .repo XHFRBTXNEH rpm &, BEFRMNEZEERKN, RiLiEE#EEHR centos-

release, centos-release-scl, epel-release,
e. AT T anLERGFTRIRE !

$ docker build -t ${corex:4.1.0_new} -f ./Dockerfile --build-arg
& BASE_IMAGE=${corex:4.1.0} . # H™, corex:4.1.0_new NHEEMZIR, corex:4.1.0 1
o [RIRIBEMIRTR, Dockerfile NFMEMIXHEZ

3. AT T &< B5) Docker B28:
$ sudo docker run --shm-size="32g" -it -v [usr/src:/usr/src \

-v /lib/modules:/lib/modules -v /dev:/dev \
--privileged --cap-add=ALL --pid=host corex:{v.r.m}

WNZFE T # Docker i SHEZ(E R ,155%E Docker B XM 4140, X ] --name=${container_name}
$E7E Docker A28,

Tip
--pid=host: AJi%&, IR EETE Docker HEEMER ixSMI TEEB#HEES, --pid=host BI1E
m@m%%mﬁmn %7 (PID) S5TEEMNA PID 48[, MEIUEEBEIZEFMHEX GPU MER
B
--shm-size="32g": B]i%, LLIRMIEE Docker RBHEZREHNA/N, BINMER 64M, BINELESIF
IREFHERZREN T AEZREXRD, MIZE N 326G F 64G, LUERER Docker B2sEtH
RIBEFERMIREE,

« ATLUEY --device 2HTEIEENIRERBINEEE!

1. EEATESHNRAHITIEG, FeeEIZFEH ~device=/dev/iluvatar2, [EfHNEERE -
device=/dev/iluvatar2:/dev/iluvatar0, ESHIEEBENNLES, ESEEMIEA
FNEANIEE S,

2. ESEEEMEHBRBAINIZES, BIE 0-n HREBMNEIKELWIRE, 530 --device=/
dev/iluvatar2:/dev/iluvatar0 --device=/dev/iluvatar5:/dev/iluvatar1l, ABEEHHNES
HERBIER,

FTEIENE: EM--device B¥BY, IB/NEM--privileged ¥, BNEMRFIFABIRE.

REEE IR TE Docker BN ZEEKIZE /usr/local/corex-{v.r.m}/ , HBIET /usr/local/
corex FEIEISMIZERTR,

KEE SIS ECHRIEZR7E Docker RSN LERRIRZE /usr/local/corex-{v.r.m}/1ib64/python3/dist-
packages/ o

1.8.3 BERA A LEINHH - Docker

HITIA T an SRR R4
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O EmEmis >
WA\ fuvatar corex LN R TS ]

$ sudo bash corex-docker-installer-{v.r.m}-10.2-centos7.8.2003-py3.10-{ARCH}.run --silent [--
<« driver] [--image-name=<NAME>] [--disable-dkms] [--module-signing-secret-key
< <MODULE_SIGNING_SECRET_KEY>] [--module-signing-public-key <MODULE_SIGNING_PUBLIC_KEY>]

LRWEA:

- BEREXRHEHEINHEF%.
s REXHESINE-EIXE):
- M modinfo bi_driver &< (@ {i%hrZ~ETF 3.1.0) #1 modinfo iluvatar &< GREFHRRRASTE
F 3.1.0) EE BB REI REE SINZEFIREH KA N AR,
- B --driver X EE SR RIRED,
- MNBREREN --driver, NEEHIR Docker FRTEMTE EH B LE T R ES S INE-RIXEH,
« Docker SRR R: WMREFRIEHH -image-name, BFEAINEBZRBFR corex:{v.r.m}o
« FnhZ2F DKMS:
- X --disable-dkms &2 DKMS,
- BIERBALSE, BAXRBESIERFRDFELRANZ, AZXEMRE, DKMS EBEEE
MAZBREE SR EIRE, TEEBERTE,
. IRHZAX:

- 588 --module-signing-secret-key #11 --module-signing-public-key FFi2 % A3t

- B H"<MODULE_SIGNING_SECRET_KEY>" #1"<MODULE_SIGNING_PUBLIC_KEY>" 73 53§ %A
ANH RN RIAXMH IR UAATAHER1Z 1, AR A (R4S BRI SRR B8 12 --module-
signing-secret-key =/test/mok.priv 3 --module-signing-secret-key =./mok.priv,

- NREFBTNEZERIEZRLE, BREEFE DKMS, BREEENATLERM. NREFRMH, &L
ERFEEERAE AT

- MREHBET AZERHEZRKEFEEFE DKMS, BT EIRIEESHIMETAI - Docker £2EH
X, 1E/01588 --module-signing-secret-key #l1 --module-signing-public-key, TNRZEZFE
ZXF DKMS,

INREHVEAF LR v4.1.0 RELThRES, BEZERE LR - Docker, EERER.

1.9 BENGH: EMEEESRELR

EEBE Y svGPU X KVM EMKF & EREXKETN 4%, FREREBENLME mdev F KVM IK
EOHAERE sVGPU Hift. EZFAARE, 55F (RIE TIEFR GPU EIME (svGPU) fERER (BT KVM)).

EHLERBEERGRNREIBESEBEN LLE -, #HEESZTENMHK: BENZEL

1.10 BEFHRINE CHEFIERD

Linux kernel ARSI RE SR EHIFMNRBE SIMEEREATH, MFXMER, ECEEFHEHREE N
IR IREN:

1. BF (MR: ZHEFH Linux kernel ikZs), FHIAERY Linux kernel higZs Bi@53 383
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2. PUTAFanLENR AR E:

$ sudo bash corex-installer-linux64-{v.r.m}_{ARCH}_10.2.run

3. XF Driver, & Enter &, ¥F Toolkit (AT RSB FTHLEN (1%,
IB#E Linux kernel sh&HRmIFAE VRS B EhE = |BhRASBIIR T,

1.11 REFEREWN

BHFRZETNERFEIMN T EREM:

F— EULA.txt

F— bin

F— copyright
F— examples

— extras

F— include

F— ixplorer

F— 1ib -> libe4
— libe4

F— nvvm

L— release-corex.txt

RIS DG RRIEZRERIA R EETE Jusr/local/lib/${python_version}/dist-packages/ E&ZE o
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2 RIFRERRE IR

ARERBEERAEIIINBIRENRD, F5E (REETIMERERREDTFR) TR %,

2.1 IBEhREMHERK

B 1: ZFEAWET, KERHZGE, TEEWIREE HMEE,
Q3
ZFEIRET, TRRZE, £ /dev/ BRTEEEIH iluvatar 1&& (REETINEER).
Bt
S EN T EAEERRNZ OVMF BIOS, TiAIMF 2 B =ia)sh REE SR+, Bl

08:02,7 PCI bri dq»—- Red Hat, Inc. U PCIe Roo 0 (prog-if 00 [Normal\decode])

, sec-latency=0
2M]
'h.. MSI 00
int=? Masked-
Inc. QEMU PCIe Root port

- Ccantrol Se
I-Hrnn~1 driver in use: 1eport

B 1: zEeR TR AN ECEI=(E

ERRBE CINERREEBHNE FRFZIE,
RBRTE
&2 100 MEFAF], FE=EMN uuid.xml XEFRB gemu IRERN, FEITBE X SRR

<gemu:arg value='-fw_cfg'/>
<qemu:arg value='opt/ovmf/X-PciMmio64Mb,string=65536"/> # XEBHM 65536 BAIE M8, BN 646, 2
o BEXN (32G) B 213

Note

AENMZEE, FFEEEREZTEARE, WELE S0 MEEEE 16G, Fis 100 INEEEE 32G, X%
100 MNEFEEEE 32G,

2.2 HEZRRERX

7 1: 1T pip3 install .whl GIEHR'SSL LR E,
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Al RRfER

B IRIBRIFR S Python g, pip3install B2E4#27R: (Caused by SSLError("Can't connect to HTTPS

URL because the SSL module is not available."))
fRRFE

1. T T E LR E libss| FF& B!

+ Ubuntu:

$ sudo apt-get install libssl-dev

* CentOS:

$ sudo yum install openssl-devel
2. Efft4mIFRE Pythono

ia@ 2: pip3 install .whl 8127 _ctypes’ RHILFE,

Al R

BRI RIFLLE python 5, pip install ©B3#&7R: ModuleNotFoundError: No module named '_ctypes'

i3t

Python 3.7 f& _ctypes #&#i libffi, FRLAEE LR libffi FAE, ARBEMREEEE Python:

R E
1. PUTLAU T an <% libffi AL 8!
* Ubuntu:

$ sudo apt-get install libffi-dev

* CentOS:

$ sudo yum install libffi-devel
2. BWRIFLE Python,

B 3: ERE.whl BIEPLEKIE pillow BY, TR zlib 3% jpeg kX4,
in) R
ELE . whl BRFIRERXTE pillow X—F, RGEERRLD zlib 3 jpeg (5.
BRT &
BESE T o < REM X RME:
« Ubuntu:

$ apt-get install libjpeg-dev zlibig-dev
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* CentOS:

$ yum install libjpeg-turbo-devel zlib-devel

B 4: WAL, Tk pip BEARE,

fRRF %
BLVLLM B & ERH:
1. TEO] LABXPIRIMLES LIZ1TA TS
$ pip3 download vllm-0.3.3+corex.{v.r.m}-py3-none-any.whl -d "./whl" # 3§ {v.r.m} Eift
o AMEHREEERGIERES
b, BETFE vLLM KRR whi 25 whl XHEH,
2. ¥ whl XHFIENZEBLMN R EHBTUTHLHATRLRE vLLM:

$ pip3 install --no-index --find-links="./whl" vllm-0.3.3+corex.{v.r.m}-py3-none-
o any.whl # ¥ {v.r.m} BIRAMNHREEEREIRRES

23 HE

B 1 RESEFPIRR Perl XX HIHRAE,
in)EatEiA
cp: cannot create regular file ¢/ usr/ lib/ x86_64- linux- gnu/ perl- base’ : No such file or
directory

R+
BB RE Perl, AUTHSHITRE:

$ sudo yum install perl

i@ 2: &RV libpython3.6m.s0.1.0,
BRF*E
EIFIERIEE 1ibpython3.6m.s0.1.0 , FHBIFEHIRIUTRRZR:

* [usr/local/lib64/
* [usr/lib64/

* /usr/local/lib/

e [fusr/lib/

MR 3: REMMHIRE, BT ixSMI TEKEIRhR LENRERE So
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i) R
Iluvatar- SMI has failed because it couldn't communicate with the Iluvatar driver. Make sure
that the latest Iluvatar driver is installed and running.

R E
1. BRFE DKMS HELERHI%ITIEF T Disable dkms 3EI, KEI=FRIES /1ib/modules/$
(uname -r)/kernel/drivers/misc/ BRTo HITUTRSERMB RIS IR RIXENSH:
$ sudo insmod /lib/modules/$(uname -r)/kernel/drivers/misc/iluvatar.ko
2. EFB7T DKMS, o= ZEEE] /1ib/modules/S$(uname -r)/updates/dkms/ BR o HITUA T n
LHRMBREE SRR 4

$ sudo insmod /lib/modules/$(uname -r)/updates/dkms/iluvatar.ko

EEILIEA uname -r 65<9°& 19 Linux kernel BYhRZs, 5190:

$ uname -r
3.10.0-1160.42.2.e17.x86_64

A 4: FEER—EIRSZSE E{EA NVIDIA GPU &M EAKE SIEE, Bi83REEE,
in) R
AW E B RREIEEP REVIRET S I8 T ERAXRKE CNMREZTENFIERE, EXMEES
M, FTEfEA NVIDIA GPU i8&. RZIRA,
R *E
FERRBE SRR, BHREIT T (MHEKRZEER) P IRENRETS" PF, MREMFERH NVIDIA
GPU %%, TEH ¥ NVIDIA GPU i&&# CUDA 1% 3 N EFIMREE,
B 5. fEH corex-docker-installer BY .run 4 BB & RIS HINEF#EM Docker $RIEKM, BE error
code: 100 ¥REE,
in) R
{3 corex-docker-installer BY . run 84 M B & RS ERHKRE Docker FRIGEM, BEIZRMUALI TR

=8

Uncompressing Corex Ubuntu Docker Installer 100%
Docker daemon is not running. exit now.
Corex Docker Installer installation failed. error code:100

Ehbagid

IR %8 error code:100, & dockerd BREZ KRB nh, {#FH corex-docker-installer B .run EF E R
dockerd AR,

fBRF &

1. $117 systemctl status docker @<, &F Docker daemon & iE1TH,
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2. 3N Docker daemon Ki&17, FIREEIFEHIZLE Docker Engine, &% Docker B/ 14 HikEF
XM B IREN R AL R,

@ 6: Ispci-vvv | less SLHITHEER disable,
in)EfEA
ERIANKHE CNRREEHETEBRSZREFHE 4G Decoding BIIERT, 1T Ispci -vvv | less

S, XETREM disable IR, 40 Region 0: Memory at 22c800000000 (64-bit, prefetchable)
[disabled] size=32G] o

R &
AI 11T setpci -s <BDF> COMMAND=0X06 3 < # 1T E, Ltban<HA setpci TEAEMLSHFRFIE

B SEFIERISREA" I, B 0X06 R HAIRERRZ" FiE23/2 A (Memory Enable)” {Ufl” B4 E 1%
Hl2E B A" i

Note

« BDF Y& X7 22451 T 24848 = (Bus Number)'00”. 284452 (Device Number )"01" F1THAESR
= (Function Number)'1”, ZB#EKIELIMEEE ST NITE,
o ICARRTFEBNITAERY, ERSBEREIESEN.

COREX01-PUB-BI420-IN01-00 26 V4.2.0


https://docs.docker.com/engine/install/

K Es

NI E 3]

3 MiFR: FiFAY Linux kernel kR4S

BIIERIE B LT Linux kernel BY3Z§5, FEERIE SR RISECRIMER, EFIRSFTEER.

3.1 Mainline

* 4.1.0-040100-generic
* 4.1.40-040140-generic
* 4.1.50-040150-generic
+ 4.2.0-040200-generic
+ 4.2.5-040205-generic
4.2.8-040208-generic
4.3.0-040300-generic
4.3.3-040303-generic
4.3.6-040306-generic
4.4.0-040400-generic
4.4.100-0404100-generic
4.4.200-0404200-generic
4.5.0-040500-generic
4.5.3-040503-generic
4.5.7-040507-generic
4.6.0-040600-generic
4.6.4-040604-generic
4.6.7-040607-generic
4.7.0-040700-generic
4.7.5-040705-generic
4.7.10-040710-generic
4.8.0-040800-generic
4.8.10-040810-generic
4.8.15-040815-generic
4.9.0-040900-generic
4.9.100-0409100-generic
4.9.200-0409200-generic
4.10.0-041000-generic
4.10.5-041005-generic
4.10.15-041015-generic
4.11.0-041100-generic
4.11.5-041105-generic
4.11.10-041110-generic
4.12.0-041200-generic
4.12.5-041205-generic
4.12.10-041210-generic
4.13.0-041300-generic
4.13.5-041305-generic
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4.13.15-041315-generic
4.14.0-041400-generic
4.14.100-0414100-generic
4.14.200-0414200-generic
4.15.0-041500-generic
4.15.10-041510-generic
4.15.15-041515-generic
4.16.0-041600-generic
4.16.10-041610-generic
4.16.15-041615-generic
4.17.0-041700-generic
4.17.10-041710-generic
4.17.15-041715-generic
4.18.0-041800-generic
4.18.10-041810-generic
4.18.15-041815-generic
4.19.0-041900-generic
4.19.100-0419100-generic
4.19.200-0419200-generic
4.20.0-042000-generic
4.20.5-042005-generic
4.20.15-042015-generic
5.1.0-050100-generic
5.1.10-050110-generic
5.1.20-050120-generic
5.2.0-050200-generic
5.2.10-050210-generic
5.2.20-050220-generic
5.3.0-050300-generic
5.3.10-050310-generic
5.3.15-050315-generic
5.4.0-050400-generic
5.4.100-0504100-generic
5.4.180-0504180-generic
5.5.0-050500-generic
5.5.10-050510-generic
5.5.15-050515-generic
5.6.0-050600-generic
5.6.10-050610-generic
5.6.15-050615-generic
5.7.0-050700-generic
5.7.10-050710-generic
5.7.18-050718-generic
5.8.0-050800-generic
5.8.10-050810-generic
5.8.16-050816-generic
5.9.0-050900-generic
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5.9.10-050910-generic
5.9.15-050915-generic
5.10.0-051000-generic
5.10.15-051015-generic
5.10.30-051030-generic
5.11.0-051100-generic
5.11.10-051110-generic
5.11.20-051120-generic
5.12.0-051200-generic
5.12.5-051205-generic
5.12.15-051215-generic
5.13.0-051300-generic
5.13.5-051305-generic
5.13.15-051315-generic
5.14.0-051400-generic
5.14.10-051410-generic
5.14.20-051420-generic
5.15.0-051500-generic
5.15.10-051510-generic
5.15.20-051520-generic
5.16.0-051600-generic
5.16.10-051610-generic
5.16.20-051620-generic
5.17.0-051700-generic
5.17.5-051705-generic
5.17.15-051715-generic
5.18.0-051800-generic
5.18.6-051806-generic
5.18.10-051810-generic
6.6.0-060600-generic
6.6.5-060605-generic
6.6.10-060610-generic
6.7.0-060700-generic

3.2 CentOS

* 3.10.0-327.el7.x86_64
3.10.0-327.3.1.el7.x86_64
3.10.0-327.4.4.el7.x86_64
3.10.0-327.4.5.el7.x86_64
*+ 3.10.0-327.10.1.el7.x86_64
* 3.10.0-327.13.1.el7.x86_64
+ 3.10.0-327.18.2.el7.x86_64
* 3.10.0-327.22.2.el7.x86_64
+ 3.10.0-327.28.2.el7.x86_64

COREX01-PUB-BI420-IN01-00 29 V4.2.0



KEEG
lluvata rLCOrBX E’A-' #F*ﬁ ﬁ%&? E’ﬁ

+ 3.10.0-327.28.3.el7.x86_64
*+ 3.10.0-327.36.1.el7.x86_64
*+ 3.10.0-327.36.2.e17.x86_64
*+ 3.10.0-327.36.3.e17.x86_64
* 3.10.0-514.el7.x86_64

* 3.10.0-514.2.2.el7.x86_64
* 3.10.0-514.6.1.el7.x86_64
* 3.10.0-514.6.2.el7.x86_64
+ 3.10.0-514.10.2.el7.x86_64
+ 3.10.0-514.16.1.el7.x86_64
* 3.10.0-514.21.1.el7.x86_64
* 3.10.0-514.21.2.el7.x86_64
* 3.10.0-514.26.1.el7.x86_64
+ 3.10.0-514.26.2.el7.x86_64
*+ 3.10.0-693.el7.x86_64

* 3.10.0-693.1.1.el7.x86_64
* 3.10.0-693.2.1.el7.x86_64
* 3.10.0-693.2.2.el7.x86_64
*+ 3.10.0-693.5.2.el7.x86_64
* 3.10.0-693.11.1.el7.x86_64
+ 3.10.0-693.11.6.el7.x86_64
* 3.10.0-693.17.1.el7.x86_64
+ 3.10.0-693.21.1.el7.x86_64
*+ 3.10.0-862.el7.x86_64

* 3.10.0-862.2.3.el7.x86_64
3.10.0-862.3.2.el7.x86_64
3.10.0-862.3.3.el7.x86_64
3.10.0-862.6.3.el7.x86_64
* 3.10.0-862.9.1.el7.x86_64
*+ 3.10.0-862.11.6.e17.x86_64
* 3.10.0-862.14.4.el7.x86_64
+ 3.10.0-957.el7.x86_64

*+ 3.10.0-957.1.3.el7.x86_64
* 3.10.0-957.5.1.el7.x86_64
*+ 3.10.0-957.10.1.el7.x86_64
+ 3.10.0-957.12.1.el7.x86_64
*+ 3.10.0-957.12.2.el7.x86_64
*+ 3.10.0-957.21.2.el7.x86_64
*+ 3.10.0-957.21.3.el7.x86_64
+ 3.10.0-957.27.2.el7.x86_64
3.10.0-1062.el7.x86_64

3.10.0-1062.2.0.el7.x86_64
3.10.0-1062.1.2.el7.x86_64
3.10.0-1062.4.1.el7.x86_64
3.10.0-1062.4.2.el7.x86_64
3.10.0-1062.4.3.el7.x86_64
3.10.0-1062.7.1.el7.x86_64
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3.10.0-1062.9.1.el7.x86_64
3.10.0-1062.12.1.el7.x86_64
3.10.0-1062.18.1.el7.x86_64
3.10.0-1127.el7.x86_64
3.10.0-1127.8.2.el7.x86_64
3.10.0-1127.10.1.el7.x86_64
3.10.0-1127.13.1.el7.x86_64
3.10.0-1127.18.2.el7.x86_64
3.10.0-1127.19.1.el7.x86_64
3.10.0-1160.el7.x86_64
3.10.0-1160.2.1.el7.x86_64
3.10.0-1160.2.2.el7.x86_64
3.10.0-1160.6.1.el7.x86_64
3.10.0-1160.11.1.el7.x86_64
3.10.0-1160.15.2.el7.x86_64
3.10.0-1160.21.1.el7.x86_64
3.10.0-1160.24.1.el7.x86_64
3.10.0-1160.25.1.el7.x86_64
3.10.0-1160.31.1.el7.x86_64
3.10.0-1160.36.2.el7.x86_64
3.10.0-1160.41.1.el7.x86_64
3.10.0-1160.42.2.el7.x86_64
4.18.0-80.e18.x86_64

* 4.18.0-80.1.2.el8_0.x86_64

* 4.18.0-80.4.2.el8_0.x86_64

*+ 4.18.0-80.7.1.el8_0.x86_64

+ 4.18.0-80.7.2.e18_0.x86_64

+ 4.18.0-80.11.1.el8_0.x86_64

+ 4.18.0-80.11.2.el8_0.x86_64

+ 4.18.0-147.e18.x86_64

+ 4.18.0-147.0.3.el18_1.x86_64
+ 4.18.0-147.3.1.el18_1.x86_64

+ 4.18.0-147.5.1.el8_1.x86_64
+ 4.18.0-147.8.1.el8_1.x86_64

* 4.18.0-193.e18.x86_64

+ 4.18.0-193.1.2.el18_2.x86_64
+ 4.18.0-193.6.3.el8_2.x86_64
* 4.18.0-193.14.2.e18_2.x86_64
* 4.18.0-193.19.1.e18_2.x86_64
* 4.18.0-193.28.1.el8_2.x86_64
* 4.18.0-240.e18.x86_64

* 4.18.0-240.1.1.el8_3.x86_64

* 4.18.0-240.10.1.e18_3.x86_64
* 4.18.0-240.15.1.e18_3.x86_64
+ 4.18.0-240.22.1.el8_3.x86_64
* 4.18.0-305.e18.x86_64

* 4.18.0-305.3.1.el18.x86_64
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* 4.18.0-305.7.1.e18_4.x86_64

* 4.18.0-305.10.2.e18_4.x86_64
* 4.18.0-305.12.1.e18_4.x86_64
* 4.18.0-305.17.1.e18_4.x86_64
* 4.18.0-305.19.1.el8_4.x86_64

3.3 Ubuntu

* 4.15.0-20-generic
* 4.15.0-22-generic
* 4.15.0-23-generic
* 4.15.0-24-generic
* 4.15.0-29-generic
* 4.15.0-30-generic
* 4.15.0-32-generic
* 4.15.0-33-generic
* 4.15.0-34-generic
* 4.15.0-36-generic
* 4.15.0-38-generic
* 4.15.0-39-generic
* 4.15.0-42-generic
* 4.15.0-43-generic
* 4.15.0-44-generic
* 4.15.0-45-generic
* 4.15.0-46-generic
* 4.15.0-47-generic
* 4.15.0-48-generic
* 4.15.0-50-generic
* 4.15.0-51-generic
* 4.15.0-52-generic
* 4.15.0-54-generic
* 4.15.0-55-generic
* 4.15.0-58-generic
* 4.15.0-60-generic
* 4.15.0-62-generic
* 4.15.0-64-generic
* 4.15.0-65-generic
* 4.15.0-66-generic
* 4.15.0-69-generic
* 4.15.0-70-generic
* 4.15.0-72-generic
* 4.15.0-74-generic
* 4.15.0-76-generic
* 4.15.0-88-generic
* 4.15.0-91-generic
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* 4.15.0-96-generic
* 4.15.0-99-generic
* 4.15.0-101-generic
* 4.15.0-106-generic
* 4.15.0-108-generic
* 4.15.0-109-generic
* 4.15.0-111-generic
* 4.15.0-112-generic
* 4.15.0-115-generic
* 4.15.0-117-generic
* 4.15.0-118-generic
* 4.15.0-121-generic
* 4.15.0-122-generic
* 4.15.0-123-generic
* 4.15.0-124-generic
* 4.15.0-126-generic
* 4.15.0-128-generic
* 4.15.0-129-generic
* 4.15.0-130-generic
* 4.15.0-132-generic
* 4.15.0-134-generic
* 4.15.0-135-generic
* 4.15.0-136-generic
* 4.15.0-137-generic
* 4.15.0-139-generic
* 4.15.0-140-generic
* 4.15.0-141-generic
* 4.15.0-142-generic
* 4.15.0-143-generic
* 4.15.0-144-generic
* 4.15.0-147-generic
* 4.15.0-151-generic
* 4.15.0-153-generic
* 4.15.0-154-generic
* 4.15.0-156-generic
* 4.15.0-158-generic
* 4.15.0-159-generic
* 4.15.0-160-generic
* 5.4.0-26-generic

+ 5.4.0-28-generic

* 5.4.0-29-generic

* 5.4.0-31-generic

5.4.0-33-generic

5.4.0-37-generic

5.4.0-39-generic

5.4.0-40-generic

5.4.0-42-generic
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* 5.4.0-45-generic
* 5.4.0-47-generic
5.4.0-48-generic
5.4.0-51-generic
5.4.0-52-generic
5.4.0-53-generic
5.4.0-54-generic
5.4.0-58-generic
* 5.4.0-59-generic
» 5.4.0-60-generic
* 5.4.0-62-generic
* 5.4.0-64-generic
* 5.4.0-65-generic
+ 5.4.0-66-generic
* 5.4.0-67-generic
5.4.0-70-generic
5.4.0-71-generic
5.4.0-72-generic
5.4.0-73-generic
5.4.0-74-generic
5.4.0-77-generic
+ 5.4.0-80-generic
+ 5.4.0-81-generic
* 5.4.0-84-generic
* 5.4.0-86-generic
+ 5.4.0-88-generic
+ 5.4.0-89-generic
+ 5.8.0-23-generic
+ 5.8.0-25-generic
5.8.0-28-generic
5.8.0-29-generic
5.8.0-33-generic
5.8.0-34-generic
5.8.0-36-generic
5.8.0-38-generic
+ 5.8.0-40-generic
+ 5.8.0-41-generic
+ 5.8.0-43-generic
+ 5.8.0-44-generic
+ 5.8.0-45-generic
+ 5.8.0-48-generic
*+ 5.8.0-49-generic
5.8.0-50-generic
5.8.0-53-generic
5.8.0-55-generic
5.8.0-59-generic
5.8.0-63-generic
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* 6.2.0-060200-generic
* 6.8.0-31-generic

3.4 openEuler

« KFEF 5.1 BhFEFEFS10

3.5 Kylin

* 4.19.90-23.8.v2101.ky10.aarch64
* 4.19.90-23.17.v2101.ky10.aarch64
* 4.19.90-23.18.v2101.ky10.aarch64
4.19.90-25.36.v2101.ky10.aarch64
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odals

o REBET. REE T logo. Iluvatar CoreX Fiitn. MR ASEITALEBRBE CFSERMDBIRATE
ZAMEIRER, ZIEARFRP

+ CentOS #xiRA Red Hat ABIHIEFFRo

* Docker 73 Docker AB)EEEMEMERIEIRSGEMEIT.

* Linux A9 Linus Torvalds TEXEMHEEEXKAYFMEIT.

« NVIDIA. CUDA. GeForce #1 GeForce GTX }J NVIDIA ATEEEN/SHE ©ER MR/ EMEITo

* PyTorch J3 Facebook A BRI HFo

« TensorFlow § Google AT#IE1T.

+ Ubuntu 3 Canonical ASIHEMEF.
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