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1.1 BiTidR

» COREX-SDKQS10-IN02-00: 2025/3/25
MHEBERINE R

1.2 B

15 B TEAEIRMHTE x86 (CentOS M Ubuntu A1) #l ARM (Kylin 79 ) IR LRI R R INE BRI RE
BABRIFES.

TR LUEF AT AN Rk

c BENREASR: ERERERS. HHRIIREFSIES,

* Docker ZE#A T @I ZEGZBNE Docker RBAE LSRG RIEEESIESR, TERE, BES
BRI,

« Conda BREAN: BEEREWE. RERIIREFEIELE, £ Conda MEEIFHER—ERHi%o

Note

U EZEFNERT CentOS. Ubuntu # Kylin 3815, BREFMEIRESBEA B, S XF#HITSH—
R,

FEMEATEMERREIRYBEENHHRNINR. ESFARNE, 55E (RHRLEER).

1.3 EBmESFN

» IABRES Linux kernel ARASILECHY GCCo M FIRMERFZBHRI GCC, HWFRRAWT:

Linux kernel hfitzs GCC hR#R TERENETE
3.x GCC I
40~45 GCC5 export KCPPFLAGS="-fno-pie
-Wno-pointer-sign -mfentry’
46~5.18 GCC7/9 p
5.19 R E GCC12 I
Note

Kylin #% GCC 7,
* FIIAB %% make,

COREX-PUB-SDKQS10-INO1-00 4 V3.1 &RIE



W Y eorex R RREEN]

MNREFEBLLTERBEBTN 1%, BEFEMUATEEIE:
1. EE QBN FAIBLARERFR OS ML) H T EAEX KM B,
« £/ apt-get AR TH, HXH deb S TEHE deb X3R!

$ mkdir -p deb

$ apt update

$ apt install -y --download-only make gcc linux-headers-$(uname -r) -o
< Dir::Cache::archives=./deb

« B yum AR TH, BXH rpm 82 THE rpm XHERN:

$ yum update
$ yum install -y --downloadonly --downloaddir=./rpm kernel-devel make gcc

2. BHEXXAERIZIELNSE LHETU T BLA L EEX KBS

$ dpkg -1 *.deb # apt-get FE AT
514
$ yum localinstall -y --nogpgcheck *.rpm # yum TEFTU

HtiEFRN, 355 (RHFRTEER.

1.4 BEIHR
1.41 BENRELFR

1. BRERMEBERHRVERLH, #FIEERKAEHREIRZW,

2. REIREHFIRE%:
$ sudo bash corex-installer-1linux64-{v.r.m}_{arch}_10.2.run
# {v.r.m} RINERIRZAS, {arch} REABZEN

3. 1XE PATH 1 LD_LIBRARY_PATH MR T2, LURHFIRENALEEERTR Jusr/local/corex-{v.r.m}/ 7fl, &
FE:

« A PATHIFIEZ =ML /usr/local/corex-{v.r.m}/bin
* J9 LD_LIBRARY_PATH IFIBEZEMN_E /usr/local/corex-{v.r.m}/1ib

4. REREFIER:

$ pip3 install <one_whl_file>

1.4.2 Docker R&EA
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1.4.2.1 &% Docker

Note

« ZU/INTILATE x86_64 ZR15HY Ubuntu 18.04 £ 3% Docker AFI#ITHIA, EFMRFSBSRIEIRERIR

IR ER R BRI,

« BREREFIEE R LIS R INN,
« CentOS E&, BEEE CentOS EA %L Docker #B1EIEm,
* Kylin &, iE8%E Kylin FA&%& % Docker #{Ff5R,

SEPITTERE Docker:

1.

10.

BEELIRENIRES:

$ 1sb_release -c

BRI

$ sudo apt-get update

REIFRHEL:

$ sudo apt-get install apt-transport-https ca-certificates curl software-properties-common

. ERFAEFRRMPAIE = Docker 218

$ curl -fsSL https://mirrors.aliyun.com/docker-ce/linux/ubuntu/gpg |apt-key add -

. &% Docker 176, %R stable AR ERR

$ sudo add-apt-repository "deb [arch={arch}] https://mirrors.aliyun.com/docker-ce/linux/
< ubuntu $(1lsb_release -cs) stable"

$ sudo apt install docker-ce docker-ce-cli containerd.io

# {arch} RNZEMIZN, W amde4

# REn S $(lsb_release -cs) FHEFIR[E] vbuntu BIKRASS, AP E 1 HZINRASKE
BT AERE

$ sudo apt-get update

REEHhRAS Docker:

$ sudo apt-get install docker-ce

. BFELRER Docker hR7:

$ docker -v

. B Docker IR

$ sudo systemctl start docker

(A1) IR EFFH B THEED Docker:
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$ sudo systemctl enable docker

11. &%F Docker AEIRE, ERERRERTRBIEERE:

$ sudo systemctl status docker

1.4.2.2 %% Docker $5{%

1. AEEN ERERBEBRAROEL M, FHERRKAERIN AT,
2. BITREBREWENFHER Docker Hifk:

$ sudo bash corex-docker-installer-{v.r.m}-10.2-centos7.8.2003-{py_version}-{arch}.run
# {v.r.m} RINREIRIRDS, {py_version} FREREBY PyTorch W7, {arch} FERRIZEN
# NBEENRBELRERL, EETREENIERIBESHNAE Install driver

3. B&h Docker A%

$ sudo docker run --shm-size="32g" -it -v [usr/src:/usr/src \
-v /lib/modules:/lib/modules -v /dev:/dev \
--privileged --cap-add=ALL --pid=host corex:{v.r.m}

Note
AILUEIT -device BHERIEEIIRERBHNES:

EEAEE SRIVHTIEY, FEEEIZEA -device=/dev/iluvatar2, [FHNE A2 -device=/
dev/iluvatar2:/dev/iluvatard, ESHIEEBEEINNIEES, ES AT EIRENIILE
=

. ESCEEMFAINARNIMNILEES, BANE 0-n REBMNBIKELMIRRE, 5190 device=/dev/

iluvatar2:/dev/iluvatar0 --device=/dev/iluvatar5:/dev/iluvatar1, 78I HHESSEEE
ER,

ARHE: FA--device BT, iENER--privileged &8, BNESMEIFRTIRE,

1.4.3 Conda R/

1. AEEN L RERBETRAROELX M, FHERRAGRIN AT,
2. EEEN EREWEFE %

$ sudo bash corex-installer-linuxé64-{v.r.m} {arch}_10.2.run

# {v.r.m} RRRIFRIRZAS, {arch} RERBIEZEMY

3. 1% E PATH #1 LD_LIBRARY_PATH BT &, LIIHFHRIRINZEERRR /usr/local/corex-{v.r.m}/ R, &

EEE -
T2 .

o I PATHIFIEZT EM0.L /usr/local/corex-{v.r.m}/bin
* 79 LD_LIBRARY_PATH IFIBEZ =N E /usr/local/corex-{v.r.m}/1ib
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4. L Python v3.8 Affl, &% Miniconda3:

$ bash Miniconda3-py38_23.9.0-0-Linux-{arch}.sh

# {arch} FTIEANZEN

# Miniconda3 IREXML: https://repo.anaconda.com/miniconda/
# BIVERERYIINEREZE Python v3.10 BY Miniconda3

$ source ~/.bashrc

5. KL Python v3.8 79f5l, €% Python Ifi&:
$ conda create --name {name_for_conda} python=3.8
$ conda activate {name_for_conda}
# {name_for_conda} FIRIEEN{FIRhRZASEn
6. REREFIELR:
$

pip3 install <one_whl_file>

1.5 ERlin)@

1.5.1 Al 1: TEREXRUEHTIRFZRIER

in)EEiA
BEREBRH L HINIREE Driver: Failed, error code: 54, TIFREE SIMNEHEAREFMADEIFR, &
MEEATE 32G 5 HE Region £/R disabled, IRERFIGIT:

$ lspci -vvv | less
$ /le3e
af:00.0 Processing accelerators: Device 1e3e:0001

Region 0: Memory at 3af800000000 (64-bit, prefetchable) [disabled] [size=32G]
Region 2: Memory at e0e00000 (32-bit, non=prefetchable) [disabled] [size=256K]

EFba g
REESIER A EBER, 1EHR BIOS BATEAT 4G HitZsialavfRig.
@R &

1. #NEAHN BIOS & E, HifR Above 4G Decoding ETZEH BIRZ.

2. FERWAR ERGEHAL S EER, HIT Ispci HOBEREHEHIATRIBN, BITRRECNEEE
SRE A7 32G HAUHERHS BIE Region Lo

flan, EEEILIT L, WREAREFMI S ECIE.
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$ lspci -vvwv | less

$ /1le3e
af:00.0 Processing accelerators: Device 1e3e:0001

Region 0: Memory at 3af800000000 (64-bit, prefetchable) [size=32G]
Region 2: Memory at e0e00000 (32-bit, non=prefetchable) [size=256K]

1.5.2 (@il 2: TEREXRAETUFXIEED

1]t 3
RRRIMEER R LIMIREE Corex Driver installation faileds
R E
1. BIAER Linux kernel ixASEF (MIR: ZHFHY Linux kernel ARZAS) X
2. MBIAB %% Linux kernel R ZA<AERZ 893K 14
a. TWRILUET U Fan ST E:

S BRI SZ bR,

$ uname -r
3.10.0-1160.42.2.el7.x86_64

b. 10&Ei% kernel AR AT AKX HBEE L
* CentOS/Kylin:
$ 1s -1 Jusr/src/kernels/$(uname -r)

« Ubuntu:

$ 1s -1 /usr/src/linux-headers-$(uname -r)

c. BEXMAY Linux kernel kX fFR&E, BERAUTSEXME:
+ CentOS/Kylin: https://www.tecmint.com/install-kernel-headers-in-centos-7
* Ubuntu: https://www.tecmint.com/install-kernel-headers-in-ubuntu-and-debian

3. BIABRES Linux kernel fRAILEZRY GCC, FREZEFEF Mo

1.5.3 (6 3: THEARXBETIRFREXGL

im) A
FRERBEERERIEXDS, Wixsmi, £ Command 'ixsmi' not foundo

iR=E 53 A

SRR RIEETRE S,

BRT &

EEEN LLERBEERGKRG, BFEEIRE PATH # LD_LIBRARY_PATH IMET 2, DUIRMHRINAREERRE /

usr/local/corex-{v.r.m}/ Affl, BEE:
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+ N PATHIFIETENNLE /usr/local/corex-{v.r.m}/bin
* 9 LD_LIBRARY_PATH IFIRZ &N E /usr/local/corex-{v.r.m}/1ib

BENTHFGERBETEXRAEN:
1. BLLTF export 5 ~/.bashrc X4
$ export LD_LIBRARY_PATH=/usr/local/corex-{v.r.m}/1ib
$ export PATH=/usr/local/corex-{v.r.m}/bin:$PATH
2. R1Z[5H17 source ~/.bashrc i8S EIRT A3

Note

+ FTiLE root AP IEREIF root R ERANMHL, HFEBREFETE,
« NREFERRHZFEYIRAR (WA root BRRERHKE, Ui user BREARNIXTER), 4NE
FRRERNAFREMSERRTE,

1.5.4 [A)H 4. WILE Python BB RERHE CERRE? At4?

TR REE D EMNZRPO EEH FHEIRME CEEHR Python &,

HWRME TR, BONERRMECERRESR, TNERESFRRE, LEBRmENEITRE. 0,
fEF pip install torch 2 RBEL S X THHRE PyTorch EAFRMA, HIEMEITAIERIRE. XEE
TIEECHREY .whl B H W RBE TR RRBE BN RMALE, ERAXEER A URRREFIER
MECHEXEERBSEEERME CHRMHES, ROMBAREETMERIMEE, RUEBFHITERERNMN
LRI ITRHALE,

Important

ATBERELSSFAVERNE, TR Python B8, BINEHRLERME SERNMRAE, Fli0, LREXEK
SIEHChik PyTorch, H pip install transformers,

HFXRHBETIEECR whl BEERRBELAT, BAFELATE, EFERALHINATRRIMREFRE .whl
BHERA pip3 T HITEE,

1.5.5 A& 5: MBFLEBRMSE, L& pip BEEARE

fRRFE
B VLLM B E NG
1. TEE] LABRRIRYEE EIETT AT A<
$ pip3 download v1lm-0.3.3+corex.{v.r.m}-py3-none-any.whl -d "./whl" # ¥ {v.r.m} EiRXf
o NMXHEERGIRRSS
LEBY, = TE vLLM KEAIAEX whl B2 whl X,
2. ¥ whl XHFIEI B LA 28R EHIEITU TSR a BT vLLM:
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$ pip3 install --no-index --find-links="./whl" vl1lm-0.3.3+corex.{v.r.m}-py3-none-any.whl #
o B {v.r.m} BIRAXKHREE BREFIERRES
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odals

o REBET. REE T logo. Iluvatar CoreX Fiitn. MR ASEITALEBRBE CFSERMDBIRATE
ZAMEIRER, ZIEARFRP

+ CentOS #xiRA Red Hat ABIHIEFFRo

* Docker 73 Docker AB)EEEMEMERIEIRSGEMEIT.

* Linux A9 Linus Torvalds TEXEMHEEEXKAYFMEIT.

« NVIDIA. CUDA. GeForce #1 GeForce GTX }J NVIDIA ATEEEN/SHE ©ER MR/ EMEITo

* PyTorch J3 Facebook A BRI HFo

« TensorFlow § Google AT#IE1T.

+ Ubuntu 3 Canonical ASIHEMEF.
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